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The Wide Area Large Scale Automated Information Processing (WALSAIP) 
project is developing a conceptual framework for the automated processing 
of information arriving from physical sensors in a generalized wide-area, 
large-scale distributed network infrastructure. The project is focusing on 
water-related ecological and generalized environmental applications.
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WALSAIP

Jobos Bay NERRS 
(Left), located at 
Aguirre, PR, serves as a 
local Testbed.

Jobos Bay’s unique 
characteristics have 
made the reserve a 
special part of the 
WALSAIP Project. 

Environmental Surveillance* Monitoring (ESM)
It deals with the gathering and processing of appropriate environmental 
information to aid in the process of effective decision making!

*From: sur- 'over' + veiller- 'watch'
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Real world! …

Effect changes

A CI Framework Formulated as a Community Resource  

■ Wireless Sensor Networks (WSN)  ■ WSN Security
■ Acoustic Mapping ■ MAC Wireless
■ Signal Processing Units                   ■ Instrumentation
■ Signal Analysis and Design
■ Multicore Embedded Systems
■ Hardware Implementations

Physical Layer
Students

■ Abigail Fuentes MS
■ Yuji Yunes MS 

■ Scheduling                                         ■ Web Services
■ Operating Systems                           ■ Grid Services
■ Fault Tolerance                                 ■ Data Bases
■ Virtualizator ■ Adaptivity
■ Distributed Computing Systems     ■ Provisioning
■ Composition Operator Grid Portlet

Distributed Systems and Middleware Layer
Students
■ Cesar Aceros PhD         ■ Mariana Mendoza MS
■ John Sanabria PhD       ■ Angel Villalain MS

■ XML Schema Developer
■ GIS Viewer
■ Computational Image Developer
■ Image Mapper
■ Visual Terrain Explorer 
■ Acoustic Representation

Application Services Layer
Students
■ Luz Acaba MS                   ■ Ricardo Veguilla MS
■ Viky Arnedo MS ■ Omar Valenzuela MS
■ Juddy Gomez MS ■ William De La Paz
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Graduate students are supporting the WALSAIP project in multidisciplinary 
research endeavors which are classified into three main layers, namely, the 
physical layer, the distributed systems and middleware layer, and the 
application services layer

Distributed Sensor Signal Acquisition, Analysis, and Representation for ESM Applications

Yuji Yunes, MS Student

Signal Operator Algebras Framework  over Distributed Signal Processing Systems

Cesar Aceros, PhD Student

A Java-based Tool for Accurate, Interactive 3D Terrain Visualization: Visual Terrain

Ricardo Veguilla, MS Student

An Operator Approach to Web-based Image Processing

Juddy Gomez, MS Student

A Grid-based Tool for the Composition of  Distributed Signal Processing Operators

Mariana Mendoza, MS Student

Provisioning and Orchestration in Distributed Wide Area Large Scale Infrastructures

University of Puerto Rico at Mayagüez

Wilson Rivera (Co-PI and PDC Research Group Leader)
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Jobos Bay NERRS 3D visualization

WALSAIP

WALSAIP’s Research Results4

WALSAIP’s Ciberinfrastructure (CI) Framework2

WALSAIP’s Students Layered Research3

WALSAIP Latest Student Publications5

Network-Centric
System

iGIAB

more controlless control

iGIAB iGIAB iGIAB iGIAB

USGS
Server

NWS
Server

EPA
Server

DRNA
Server

(NOAA-JBNERRS)

Jobos NERRS Sensors
(YSI 6600EDS, Weather

Station, etc.)

DRNA
Server

(Guanica Dry 
Forest Reserve)

UPRM-AIP Sensors
(Xbow, Tmote, Gumstix, 

Acoustics, etc.)

WALSAIP
Server

Portal Host

iGIAB (INTEGRIDS Grid-in-a-Box)

Applications Layer

Network Layer

Physical Layer

Physical World
Distributed Sensor NetworksDSN

Medium Access ControlMAC

Service Oriented ArchitectureSOA

0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.2 0.21 0.22 0.23
0

500

1000

1500

2000

2500

3000

3500

4000

4500

J-CID
web

Operator providers

Image Information providers

Browser

web services, grid services

End-user

Java Web-based Computational Image Developer

Users, sensors, databases,
FTP-servers

Polynomial Phase Signal Space
(transmitter)

Scattering Channel
(medium, target interaction)

Parameter Estimators and
Functional Operators

(receiver)

Parameter Array Space

Parameter Array

Single-component Signal

Multi-component Signal

Noise 
Signal

In
fo

rm
at

io
n

 F
lo

w

DCFT running times for MPI 
implementations.

DCFT estimator output               
3-component chirp signal
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High-resolution time-frequency representation 
of a Bufo Lemur toad calling

Acoustic
signals

Microphone array
+ other sensors nodes

Beamformer + T-F Tools + Sensor Fusion = A-MAP BLUE
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Monitoring Mechanism: supplies information 
regarding the availability and utilization of 
resources hosting the operators.

Metadata Mechanism: automatically 
generates a descriptor file for each operator.

Broker Mechanism: uses metadata and 
monitored data to perform the resultant 
operator-based  grid service.


